Fields of non-linear regression models for atmospheric correction of satellite ocean-color imagery
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Abstract

Remote sensing of ocean color from space, a problem that consists of retrieving spectral marine reflectance from spectral top-of-atmosphere reflectance, is considered as a collection of similar inverse problems continuously indexed by the angular variables influencing the observation process. A general solution is proposed in the form of a field of non-linear regression models over the set \( T \) of permitted values for the angular variables, i.e., as a map from \( T \) to some function space. Each value of the field is a regression model that performs a direct mapping from the top-of-atmosphere reflectance to the marine reflectance. Since the spectral components of the field take values in the same variable vector space, the retrievals in individual spectral bands are not independent, i.e., the solution is not just a juxtaposition of independent models for each spectral band. A scheme based on ridge functions is developed to approximate this solution to an arbitrary accuracy, and is applied to the retrieval of marine reflectance in Case 1 waters, for which optical properties are only governed by biogenic content. The statistical models are evaluated on synthetic data as well as actual data originating from the SeaWiFS instrument, taking into account noise in the data. Theoretical performance is good in terms of accuracy, robustness, and generalization capabilities, suggesting that the function field methodology might improve atmospheric correction in the presence of absorbing aerosols and provide more accurate estimates of marine reflectance in productive waters. When applied to SeaWiFS imagery acquired off California, the function field methodology gives generally higher estimates of marine reflectance than the standard SeaDAS algorithm, but the values are more realistic.
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1. Introduction

Standard algorithms to invert remotely sensed data over the oceans basically proceed in two steps: (i) atmospheric correction that yields an estimation of the marine reflectance (Antoine & Morel, 1999; Fukushima et al., 1998; Gao et al., 2000; Gordon, 1978; Gordon, 1997; Gordon & Wang, 1994; Viollier et al., 1980), and (ii) inversion of the marine reflectance using bio-optical models (Gordon et al., 1988; Morel & Maritorena, 2001; O’Reilly et al., 1998). The atmospheric correction has long been recognized as being a difficult and critical operation, since the contribution of the water body may represent only a small fraction (< 10%) of the measured signal (Gordon, 1978; Viollier et al., 1980). In some situations (i.e., absorbing aerosols, high chlorophyll content), the expected errors in marine reflectance may go beyond the acceptable 5% limit for biological applications. The uncertainties in atmospheric correction propagate and yield, assuming that the bio-optical model is known, errors in chlorophyll-\( a \) concentration that may reach 20% in the presence of little-absorbing aerosols, and larger errors in the case of strongly absorbing aerosols (Gordon, 1997).

The presence of measurement noise and of uncertainties in optical models, associated with the fact that elements of the radiative transfer models are based on inferences from in situ data sets, anchors the inversion problem in a statistical setting. Several algorithms using non-linear regression methods have been developed to perform a direct mapping between geophysical and exogenous observable conditions. Such approaches have been used to retrieve the concentrations of oceanic constituents,
including phytoplankton chlorophyll-α, dissolved organic matter, and suspended sediment, from the marine reflectance (Gross et al., 2000; Keiner & Brown, 1999; Schiller & Doerffer, 1999), and they have shown improvement over classic algorithms (e.g., band ratios). Applying regression methodologies to drive directly inference about oceanic variables from top-of-atmosphere reflectance is however more complex, due, of course, to the variability induced by the atmosphere, but also to the dependence of the reflectance on the angular geometry. This results in correlations, trends, or even non-linear dependencies between the regressors (i.e., the top-of-atmosphere reflectance and the angular variables) that are generally difficult to handle for the purpose of statistical modeling (Stahel, 2004, p. 181).

In a recent note, (Pelletier & Frouin, 2004) introduced a general statistical model for inverting satellite data, that fits the ocean color problem as a special case, and where the peculiarity that the explanatory variables are influenced by other, less informative conditioning variables is accounted for. The top-of-atmosphere reflectance is considered separately from the angular variables in the modeling. This approach is motivated by the following observation, and we first introduce some notations. Let \( y \) be a geophysical variable of interest (e.g., phytoplankton chlorophyll-α concentration, marine reflectance), let \( t \) be the vector of angular variables that characterize the observation process (Sun zenith angle, view zenith angle, and relative azimuth angle), and let \( x \) be a vector of reflectance at \( d \) wavelengths. If we let \( x_i \) denote a reflectance acquired in the angular geometry \( t \), then one may seek to retrieve the value of \( y \) independently from measurements of \( x_i \) or \( x_{i+} \), for any two geometries \( t_{1} \neq t_{2} \). Thus inverting the top-of-atmosphere reflectance may be considered as a continuum of inverse problems, one for each \( x \). This

<table>
<thead>
<tr>
<th>Field ( \xi )</th>
<th>( \lambda ) (nm)</th>
<th>RMS</th>
<th>RMSR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_{\theta} )</td>
<td>412</td>
<td>4.3 \cdot 10^{-4}</td>
<td>2.3 \cdot 10^{-4}</td>
</tr>
<tr>
<td></td>
<td>443</td>
<td>7.0 \cdot 10^{-4}</td>
<td>3.0 \cdot 10^{-4}</td>
</tr>
<tr>
<td></td>
<td>490</td>
<td>0.5 \cdot 10^{-4}</td>
<td>0.2 \cdot 10^{-4}</td>
</tr>
<tr>
<td>Field ( \zeta )</td>
<td>( \lambda ) (nm)</td>
<td>RMS</td>
<td>RMSR (%)</td>
</tr>
<tr>
<td>----------------</td>
<td>----------------</td>
<td>-----</td>
<td>----------</td>
</tr>
<tr>
<td>( D_{\theta} )</td>
<td>412</td>
<td>6.0 \cdot 10^{-4}</td>
<td>3.2 \cdot 10^{-4}</td>
</tr>
<tr>
<td></td>
<td>443</td>
<td>1.0 \cdot 10^{-4}</td>
<td>0.5 \cdot 10^{-4}</td>
</tr>
<tr>
<td></td>
<td>490</td>
<td>0.7 \cdot 10^{-4}</td>
<td>0.3 \cdot 10^{-4}</td>
</tr>
</tbody>
</table>

Table 1

Root Mean Squared error (RMS) and Root Mean Squared Relative error (RMSR) for the models \( \xi_{\theta} \), \( \xi_{e} \), and \( \xi_{2} \), evaluated on the construction and validation sets (\( D_{\theta} \) and \( D_{\theta} \)), and on 1% and 2% noisy versions of them (\( D_{\theta}^{+} \), \( D_{\theta}^{+} \), and \( D_{\theta}^{+} \)).
leads to a representation of the solution as a function field over the set $T$ of permitted values for the angular variables. The underlying idea is to attach an inverse model to each $t$ which provides an estimation of $y$ from $x_t$, and where we demand that the attachment be continuous.

In the present paper, the function field methodology is applied to atmospheric correction of satellite ocean-color imagery. The objective is to demonstrate that accurate mapping can be obtained between satellite observations and spectral marine reflectance for a given, realistic model of Case 1 waters. In Section 2, function fields and fields of non-linear regression models are defined, with an emphasis on linear combinations of ridge functions, selected for reasons of approximation theory. In Section 3, the methodology is applied to the retrieval of marine reflectance, Case 1 waters, using synthetic data. In Section 4, tests are performed on actual imagery from the Sea-viewing Wide Field-of-view Sensor (SeaWiFS). In Section 5, conclusions are given, as well as a perspective on future work.

2. Fields of non-linear regression models

The notations introduced above will be used here and in the remainder of the paper, and $y$ will designate indifferently a real variable or a vector of variables.

Consider a family of parameterized statistical models $f(x; \theta_n)$ performing a mapping from $\mathbb{R}^d$ to some real vector space, where $\theta_n$ is either a scalar parameter or a vector of scalar

![Fig. 1. Estimated versus expected marine reflectance for model $\zeta^0$ on non-noisy data.](image-url)
parameters valued in a set $\Theta_{n}$. Next consider using one of these models to retrieve $y$ from $x_t$, for some fixed $t$. This can be written as

$$y = f(x_t; \theta_n) + \epsilon,$$

where $\epsilon$ represents the residual of the modeling. At this stage, the task is to infer a value of $\theta_n$ from several observations of $x_t$ and $y$, typically by minimizing a quadratic loss criterion. Now consider varying $t$ by a slight amount $\Delta t$, such that $x_{t+\Delta t}$ is being measured. Then if the above model is satisfactory, one might seek to retrieve $y$ from $x_{t+\Delta t}$ by

$$y = f(x_{t+\Delta t}; \theta_n + \Delta \theta_n) + \epsilon,$$

for some change $\Delta \theta_n$ in the parameters, that is to be inferred from the data. The extension to all $t \in T$ leads to the following model, valid for all $t \in T$:

$$y = f(x_t; \theta_n(t)) + \epsilon,$$

where $\theta_n(t)$ is a function of $t$, defined on $T$ and valued in $\Theta_{n}$.

For some $t_0 \in T$, the map $f(\cdot; \theta_n(t_0))$ is the inverse model attached to $t_0$; it is specified by the parameter map $\theta_n(t)$ taken at $t = t_0$.

The above display is in fact a particular case of a more general situation. The idea of attaching an inverse model to each $t$, be it parameterized or not, can be made precise by the concept of a function field. A function field over a set $T$ is a map defined

Fig. 2. Estimated versus expected marine reflectance for model $\zeta^1$ on 1%-noisy data.
on $T$ and valued in a space of functions, like for instance the space $C(X)$ of continuous real-valued functions on the set $X$. The space of continuous fields over $T$ of continuous functions on $X$ is denoted by $(C(X))^T$. The value of a function field $\zeta \in C(X)^T$ is the function $\zeta(t)$, which to each $x \in X$ associates the real number $\zeta(t)(x)$, i.e., $\zeta(t)$ is the model attached to $t$. Under mild assumptions on the spaces $X$ and $T$, there is the homeomorphism $C(X \times T) \rightarrow (C(X))^T$. This means that, (i) to each $\zeta \in C(X)^T$, there corresponds the unique map $\zeta^* \in C(X \times T)$ such that, for all $t \in T$ and $x \in X$, we have:

$$\zeta^*(x, t) = \zeta(t)(x), \quad (4)$$

and conversely, and that (ii) the relations $\zeta \mapsto \zeta^*$ and $\zeta^* \mapsto \zeta$ are continuous.

For modeling purposes, we shall be led to consider function fields valued in some subset $\mathcal{M}$ of $C(X)$, or in some nested sequence $\mathcal{M}_0 \subset \mathcal{M}_n \subset \mathcal{M}_{n+1} \subset \ldots \subset C(X)$. The set of such continuous function fields is denoted by $\mathcal{M}^T$, or by $\mathcal{M}_n^T$. Consider a set $\mathcal{M}_n$ of functions parameterized by a vector $\theta_n$ valued in $\Theta_n$. There is the map $i_n$ carrying a parameter vector $\theta_n$ to a function in $\mathcal{M}_n$, say $f(\cdot; \theta_n) \equiv i_n(\theta_n)$. A map $\xi_n : T \rightarrow \Theta_n$ defines a function field $\zeta$ by $\zeta = i_n \circ \xi_n$. Using a parameter map $\xi_n$, the model in Eq. (3) may be written as a function field by letting:

$$f(x; \theta_n(t)) \equiv f(x; \xi_n(t)) \quad \text{(5)}$$

$$= (i_n \circ \xi_n)(t)(x) \quad \text{(6)}$$

$$= \zeta(t)(x). \quad \text{(7)}$$

---

**Fig. 3.** Estimated versus expected marine reflectance for model $\zeta^2$ on 2%-noisy data.
The function field formalism allows one to study the mathematical properties of these models, including density and parameterization. In particular, it is important to note that for an arbitrary continuous function field \( \zeta \in \mathcal{M}_T \), the existence and uniqueness of a continuous map \( \zeta_n : T \rightarrow \Theta_n \) such that \( \zeta = i_n \circ \zeta_n \) is not guaranteed. This depends on the set \( \mathcal{M}_n \), on how \( \mathcal{M}_n \) is parameterized, i.e., on the properties of \( i_n \). For details, see Pelletier (2004).

In the absence of information on the nature of the inverse relationship between \( \gamma \), \( x \), and \( t \), there is an interest in considering dense sequences of sets, i.e., such that \( \bigcup_n \mathcal{M}_n = \mathcal{C}(X) \), since in this case, we have \( \bigcup_n \mathcal{M}_n = (\mathcal{C}(X))^T \) (Pelletier, 2004). The sets spanned by functions of the ridge form have this property. A ridge function on \( \mathbb{R}^d \) is a function of the form \( h(a, x) \), where \( h \) is a function on \( \mathbb{R} \), and where \( a . x \) is the standard inner product on \( \mathbb{R}^d \). Ridge function approximation refers to approximation by linear combinations of \( n \) ridge functions, for some integer \( n \), i.e., by functions of the form

\[
 f(x) = \sum_{i=1}^{n} c_i h(a_i, x),
\]

or by linear combinations of shifted ridge functions:

\[
 f(x) = \sum_{i=1}^{n} c_i h(a_i, x + b_i),
\]

where the scalars \( b_i \) are the shifts. The \( a_i \), \( b_i \), and \( c_i \) constitute the parameter vector \( \theta_n \), taking values in the set \( \Theta_n := \Pi_{i=1}^{n} \mathbb{R}^d \times \mathbb{R} \times \mathbb{R} \). The set spanned by functions of the form given by Eq. (9) will be denoted by \( \mathcal{M}_n \) and the function fields taking values in it will be called ridge function fields. This set is over-parameterized (\( i_n \) is not injective), but

---

Fig. 4. Conditional quantiles (of order 0.1, 0.25, 0.5, 0.75, and 0.9) of the residual distributions as a function of the aerosol optical thickness for model \( \zeta_1 \) applied on 1%-noisy data.
ridge function fields have the following interesting property (Pelletier, 2004): the union over \( n \) of ridge function fields induced by continuous parameter maps \( \xi_n: T \rightarrow \Theta_n \) is dense in \( C(X) \).

Therefore, ridge function fields are used to define statistical models explaining \( y \) from \( x \) and \( t \). Introducing Eq. (9) in Eq. (3) leads to the following statistical model, expressed in its expanded form:

\[
y = \zeta(t)(x) + \epsilon
\]

\[
= \sum_{i=1}^{n} c_i(t) h(a_i(t)x + b_i(t)) + \epsilon.
\]

Adjusting the statistical model to a data set \( D = \{x_i, t_i, y_i\}; i = 1, \ldots, N \) consists of estimating the free parameters of the field, i.e., the maps \( a_i(t) \), \( b_i(t) \), and \( c_i(t) \). Since these maps have infinitely many degrees of freedom, we proceed by multi-linear interpolation on a regular grid covering \( T \) for their constructions. The adjustment is considered in the least square sense, and the minimization of the mean squared error is carried out by use of a dedicated stochastic gradient descent algorithm.

3. Retrieval of marine reflectance

For the atmospheric correction problem, applying the function field methodology described in Section 2, i.e., adjusting statistical models defined by Eqs. (10) and (11), requires a statistically significant data set of top-of-atmosphere (TOA) reflectance and associated marine reflectance. Therefore, about 62,000 joint samples of TOA and marine reflectance were generated using a coupled ocean–atmosphere radiative transfer code (Vermote et al., 1997). This code takes into account the essential physics of the problem, namely gaseous absorption, scattering by molecules, scattering and absorption by aerosols, molecule–aerosol interactions, reflection by the surface, molecule–surface and aerosol–surface interactions, and backscattering by whitecaps and the water body. The top-of-atmosphere
reflectance was simulated in spectral bands centered at 412, 443, 490, 510, 555, 670, 765, and 865 nm (case of SeaWiFS) and corrected for molecular effects. The marine reflectance, $\rho_w$, defined as the product of $\pi$ and water-leaving radiance normalized by surface irradiance, was simulated according to Morel and Maritorena (2001) in the first 6 spectral bands (visible). It was assumed to be equal to zero in the other spectral bands (near-infrared). The reflectance model, valid for Case 1 waters, only depends on chlorophyll-a concentration, which was varied uniformly in the range 0.03 to 30 mg m$^{-3}$ on a logarithmic scale. Other reflectance models exist for Case 1 waters, but the functional relationship between reflectance and chlorophyll-a concentration is similar. Of course, the inversion results will depend on the selected model, but the objective is to demonstrate that accurate mapping between satellite observations and marine reflectance can be achieved by the proposed methodology for a given, realistic model of Case 1 waters. The marine reflectance was considered isotropic in the simulations. This is not limiting since a unique statistical model is attached to each angular geometry (see below). In other words, the inverse
problem would not be more complicated to solve if bidirectional characteristics were included. The data set encompasses the major sources of variability and includes three aerosol models in varied mixtures (maritime, continental, urban). Specifically, Sun and view zenith angles were varied from 0 and 60° and 0 to 50°, respectively, relative azimuth angles from 0 to 180°, wind speed of 0 to 15 m s\(^{-1}\), and aerosol optical thickness from 0.05 to 0.5. All the cases with Sun glint reflectance above 0.04 were discarded. For each remaining case, the coupled radiative transfer code was run once with molecules and aerosols and a non-black water body and once with only molecules and a black body. The difference between the output of the two runs, i.e., a TOA reflectance corrected for molecular effects, was used to construct the function fields.

The synthetic data set was randomly split into two sub data sets \(D^0_e\) and \(D^0_v\), used for adjusting and validating the statistical inverse models, respectively. The adjusting subset contained about 41,000 cases, and the validating subset about 21,000 cases. Noisy versions of the data sets, denoted by \(D^m_e\) and \(D^m_v\), of \(D^0_e\) and \(D^0_v\) were also created for robustness assessments, by adding some amount of noise to the TOA reflectance. The selected noise is expressed as the sum of correlated and uncorrelated components, and is defined by:

\[
\tilde{x} = x + \nu c x + \nu u c x^8, \tag{12}
\]

where \(\tilde{x}\) is a noisy version of a TOA reflectance \(x\), and where \(\nu c, \nu u c, \ldots, \nu u c^8\) are random variables, each of them uniformly distributed in the interval \([-\frac{\nu}{200}, \frac{\nu}{200}]\), where \(\nu\) is the total amount of noise, in percent. Note that in this noise scheme, if the magnitudes of correlated and uncorrelated components are not equal, the maximum possible amounts of correlated and uncorrelated noises are equal. One could consider a more general family of noise scheme where the proportion of maximal amount of correlated versus uncorrelated noise may vary randomly between 0 and 1. This was done in Pelletier and Frouin (2006) for the retrieval of chlorophyll-a concentration.

The error was small and weakly dependent on the total noise level when the noise is purely correlated, and it rapidly increased with the noise level when the noise was purely uncorrelated. Here, similar results are expected because the marine reflectance is modeled as a function of the chlorophyll-a concentration.

Now let \(x \in \mathbb{R}^d\) and \(y \in \mathbb{R}^m\) be vectors of top-of-atmosphere and marine reflectance, respectively. Let \(t = (\cos \theta_s, \cos \theta_v, \cos \Delta \phi)^t\) be the vector of cosines of the angular variables, taking values in the set \(T = [\frac{1}{2}; 1] \times [\frac{1}{2}; 1] \times [-1; 1]\). Let

\[
E(a_1, \ldots, a_n, b_1, \ldots, b_n) = \text{span}(h(a_1 x + b_1), \ldots, h(a_n x + b_n)), \tag{13}
\]
where \( h: \mathbb{R} \rightarrow \mathbb{R} \), i.e., \( E(a_1, \ldots, a_n, b_1, \ldots, b_n) \) is the vector space spanned by the linear combinations of the \( h(a_i, x + b_i) \). For the retrieval of \( y \) from \( x \), we consider function fields \( \zeta: T \rightarrow E'(a_1, \ldots, a_n, b_1, \ldots, b_n) \) such that
\[
 f(t) = \sum_{i=1}^{n} c_j(t) h(a_i, x + b_i),
\]
for \( j = 1, \ldots, d' \), and the statistical model relative to the \( j \)th component of \( y \) is written as
\[
y_j = \zeta(t)(x) + \epsilon_j.
\]

The functions \( c_j \) are defined by multi-linear interpolation on a \( 2 \times 2 \times 3 \) regular grid covering \( T \), i.e., they are piecewise-differentiable functions, each of which depends on 12 scalars. These scalars, together with the \( a_i \) and the \( b_i \) constitute the free parameters of the model. The model is adjusted by minimizing the sum of the squared errors \( E \) on \( D_0^e \) defined by
\[
 E = \| D_0^e \|^{-1} \sum_{(x_k, t_k, y_k) \in D_0^e} \| \zeta(t_k)(x_k) - y_k \|^2,
\]
where \( \| . \| \) is the usual Euclidean norm on \( \mathbb{R}^{d'} \). In practice, the components of \( y \) are normalized linearly between \(-1\) and \(1\). One might think of \( \zeta \) as a \( d' \)-tuple of fields of real-valued functions over \( T \). But note that since the \( d' \) components of \( \zeta \) are taking values in the same variable vector space (i.e., in \( E(\ldots) \)), this approach is not equivalent to \( d' \) independent retrievals, on a component per component basis. The minimization of \( E \) is carried out using a stochastic gradient descent procedure. Details about construction of the models, including multi-linear interpolation and adjustment scheme, can be found in Pelletier and Frouin (2006). In that

Fig. 8. Marine reflectance \( \rho_w \) estimated by \( \zeta^* \) for SeaWiFS imagery acquired on November 19, 2002 over Southern California.
study, the same approach and procedures are used, but to retrieve chlorophyll-a concentration.

Via the simulations, the sufficient number of $n=15$ basis functions was obtained, and three fields $\zeta_0^0$, $\zeta_1^1$, and $\zeta_2^2$ of this kind, i.e., with $n=15$, were constructed. The first one, $\zeta_0^0$, was adjusted on $D_0^0$. In the case of $\zeta_1^1$ and $\zeta_2^2$, we added a noise amount of 1% and 2%, respectively, to the TOA reflectance during the execution of the minimization procedure, where the added noise satisfies Eq. (12). Note that this is not equivalent to adjusting the fields on $D_0^1$ and $D_0^2$. The noise amount corresponds typically to 10 and 20% of the marine signal, i.e., of the signal to retrieve.

The theoretical performance of the regression models is summarized in Table 1, which gives, on a component-per-component basis, the Root Mean Squared error (RMS) and the Relative Root Mean Squared error (RMSR) of $\zeta^\nu$ evaluated on $D^\nu_v$ and $D^\nu_v$, for all combinations of $v$, $v'$, $v''=0, 1, 2$. These statistics show that the fields present good validation properties, and that the robustness to input noise is improved by the addition of some amount of noise during their construction. In parallel, it may be remarked that, for a noise level of $\nu\%$ on the TOA reflectance, the best retrievals are achieved by $\zeta^\nu$. This illustrates the importance of the noise distribution, defined prior to the construction of the models. This point will be further discussed in the next section. The marine reflectance estimations are accurate over the whole range of values, as depicted by Figs. 1–3 which give plots of estimated versus expected reflectance. The RMSR ranges from 0.4% at 510 nm to 2.9% at 412 nm for $\zeta_0^0$ adjusted on $D_0^0$, from 1.0% to 4.1% for $\zeta_1^1$ adjusted on $D_1^1$, and from 1.7% to 6.7% for $\zeta_2^2$ adjusted on $D_2^2$, respectively. The RMS at the wavelengths used in standard reflectance-ratio algorithms, i.e., 443, 490, and 555 nm, is respectively $2.3 \cdot 10^{-4}$, $0.7 \cdot 10^{-4}$, and $0.5 \cdot 10^{-4}$ for $\zeta_0^0$ adjusted on $D_0^0$, $4.9 \cdot 10^{-4}$, $1.7 \cdot 10^{-4}$, and $1.2 \cdot 10^{-4}$ for

Fig. 9. Same as Fig. 7, but marine reflectance $\rho_w$ estimated by SeaDAS.
\[ \frac{7.4 \cdot 10^{-4}}{2.7} \cdot 10^{-4} \text{ and } 2.0 \cdot 10^{-4} \text{ for } \zeta^2 \text{ adjusted on } D^2. \]  
These absolute errors meet the requirements for biological applications, i.e., \( \pm 10 \cdot 10^{-4} \)–\( 20 \cdot 10^{-4} \) in the blue for clear waters (e.g., Gordon, 1997). They allow discrimination of 30 classes of chlorophyll-a concentration in the range 0.03 to 30 mg m\(^{-3}\), since this goal requires atmospheric correction errors within \( \pm 10 \cdot 10^{-4} \)–\( 20 \cdot 10^{-4} \) at 443 nm, \( \pm 5 \cdot 10^{-4} \) at 490 nm, and \( \pm 2 \cdot 10^{-4} \) at 555 nm (Antoine & Morel, 1999). The requirements are met even in the presence of 2% noise, using model \( \zeta^2 \). The average error increases with the aerosol optical thickness (\( \tau_a \)). More precisely, the residuals spread themselves with increasing \( \tau_a \), as shown in the plots of several conditional quantiles of the residuals distributions as a function of \( \tau_a \) (Fig. 4). However, the errors are weakly dependent on the aerosol type and no trends are revealed, as evidenced in Fig. 5.

Ratios of marine reflectance are commonly used to estimate chlorophyll-a concentration (e.g., O’Reilly et al., 1998). The theoretical relation between ratios of reflectance at 443 and 555 nm and at 490 and 555 nm is slightly degraded when using the reflectance estimated by the function fields (Fig. 6). The resulting RMS in chlorophyll-a concentration, computed in natural logarithm scale, which gives approximately the fractional error, is only 0.07 (7%) and 0.04 (4%), respectively, when using \( \zeta^0 \) on \( D^0 \), and 0.10 (10%) and 0.09 (9%) when using \( \zeta^1 \) on \( D^1 \) (Fig. 7). Unlike the ratio at 443 and 555 nm, which yields larger relative errors at high chlorophyll-concentration, the ratio at 490 and 555 nm exhibits similar accuracy in the entire range of

---

**Fig. 10.** Density estimates of marine reflectance retrieved by SeaDAS (dashed lines) and by \( \zeta^* \) (solid lines).
chlorophyll-a concentration. This ratio, therefore, is preferred when using function field methodology to retrieve marine reflectance.

4. Application to SeaWiFS imagery

The function field methodology was applied to a SeaWiFS image acquired on November 19, 2002 (day 323) above Southern California. For this image, which contains above 78,000 useful pixels, the chlorophyll-a concentration ([Chl-a]) ranged from 0.05 to 5 mg m^{-3}, as retrieved by the SeaDAS algorithm (Version 4.1 reprocessing), and was spatially distributed in typical marine structures, with relatively high values near the coast and low values offshore. The SeaDAS aerosol optical thickness was generally low, with a maximum value of about 0.1 at 865 nm. Surface wind was calm everywhere, with speed values of less than 5 m s^{-1}. The experimental procedure included the following steps. First, the marine reflectance was retrieved from the SeaWiFS TOA reflectance with a function field, of the kind described in Section 2. Second, the retrieved marine reflectance was used to derive [Chl-a] by applying the SeaDAS bio-optical algorithm based on reflectance ratios, i.e., OC4V4 (O’Reilly et al., 2000). Finally, the [Chl-a] values obtained in step 2 were compared with those obtained from marine reflectance retrieved with the SeaDAS atmospheric correction algorithm.

In a first bunch of experiments, the three fields $\zeta_n$ presented above, constructed with up to 2% of noise, were used to retrieve the marine reflectance. The function field values were substantially different, generally higher than the corresponding SeaDAS values, yielding unrealistic [Chl-a] estimates. More specifically, the root-mean-squared differences with respect to SeaDAS were above 78% for those fields (best result obtained for $\zeta_n$). This is explained by the large level of noise on the TOA reflectance, which was estimated by plugging into the radiative transfer code the SeaDAS values for both [Chl-a] and aerosols parameters, and by comparing the results with the actual (i.e., measured) SeaWiFS TOA reflectance. Since the SeaDAS retrievals are consistent with the measured TOA reflectance, the differences in TOA reflectance reflect differences in radiative transfer modeling. At 412 nm, for example, the root-mean-squared difference between simulated and measured TOA reflectance exceeded 14%. Such large differences obviously cannot be compensated by a general noise scheme, suggesting that the noise distribution should be taken into account in the construction of the function fields, which was accomplished as follows.

Based on $n=2000$ pixels randomly selected in the image, we considered as a proxy for the noise distribution the empirical distribution of the difference between computed and measured TOA reflectance. These $n$ differences $\xi_n \in \mathbb{R}^d$ were computed according to the plug-in approach described above, leading to a random sample $\xi_1, \ldots, \xi_n$, the empirical distribution of which is defined as $P_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{\xi_i}$, where $\delta_{\xi}$ is the distribution which is degenerate at $\xi$. Using $P_n$ as the noise distribution, a function field $\zeta^*$ of the same characteristics as the fields $\zeta_n$ was constructed. Here, the noise scheme family is additive, i.e., at each iteration of the fitting algorithm, one sample is drawn from $P_n$ and added to the sample selected from the estimation data set for processing. Practically, drawing a sample from $P_n$ amounts to uniform sampling among the $\xi_n$. The marine reflectance retrieved by $\zeta^*$ is displayed in Fig. 8. In the productive waters North of the Channel Islands (upper left part of the images), values are lower than in the surrounding waters at wavelengths below 510 nm, where phytoplankton absorption is effective, and higher above 510 nm, where particle backscattering dominates. Compared with the marine reflectance retrieved by SeaDAS, displayed in Fig. 9 with the same color table, the marine reflectance retrieved by $\zeta^*$ is generally higher. The SeaDAS values are sometimes negative at 412 and 443 nm, especially near the coast, and spatial variability is larger for SeaDAS at 510 nm. The differences between the marine reflectance obtained from SeaDAS and $\zeta^*$ may also be seen on the density estimates in Fig. 10. On average the marine reflectance obtained from $\zeta^*$ is higher by 0.0164 at 412 nm, 0.0093 at 443 nm, 0.0037 at 490 nm, 0.0010 at 510 nm, 0.0009 at 555 nm, and 0.0002 at 670 nm. The values are more narrowly distributed with $\zeta^*$, especially at 510 nm, which may be explained, at least partly, by the averaged bio-optical model used in the construction of $\zeta^*$, which does not include phytoplankton type variability. The SeaDAS atmospheric correction algorithm, on the other hand, does not make any assumption about bio-optical properties of the water body. Plots of 1000 marine spectra retrieved by SeaDAS (top panel) and by $\zeta^*$ (bottom panel) from the same TOA reflectance are reproduced in Fig. 11. Clearly $\zeta^*$ improves the marine reflectance estimation over SeaDAS, as the marine spectra are much more realistic than the SeaDAS ones. This is supported, not only by the lack of negative values using $\zeta^*$, but also by in situ data collected during

![Fig. 11. 1000 randomly selected marine reflectance spectra retrieved by SeaDAS (top) and $\zeta^*$ (bottom).](Author's personal copy)
CalCOFI cruises (Mitchell, 2001; Mitchell & Kahru, 1998), which fit reasonably well the model of Morel and Maritorena (2001). Furthermore, Kahru and Mitchell (1999) and Mitchell (2001) have reported for the study region typically lower SeaDAS values in the blue compared with in situ measurements. Nevertheless, the SeaDAS \( [\text{Chl-a}] \) is globally validated and may be reasonably trusted, even in cases of large errors in marine reflectance (Hooker & McClain, 2000; McClain et al., 2004; Mitchell, 2001).

The resulting \( [\text{Chl-a}] \) image is given in Fig. 12. In comparison with SeaDAS, the \( [\text{Chl-a}] \) values obtained by \( \zeta^* \) are lower on average, with a negative bias of \(-13.8\%\). The two spatial fields differ by 19.6\% when measured with the root-mean-squared error in natural logarithm, which corresponds approximately to the root-mean-squared fractional error. This good agreement is not surprising, since the water reflectance estimated by \( \zeta^* \), when compared with the water reflectance estimated by SeaDAS, is shifted toward higher values at all the wavelength of interest in the bio-optical algorithm. The relative differences are large in magnitude in the clearest waters (higher values with \( \zeta^* \)) and in the most productive waters (lower values with \( \zeta^* \)). For these waters, the underestimation by \( \zeta^* \) might be attributed to using 490 nm or 510 nm instead of 443 nm in the chlorophyll-\( a \) algorithm. The 19.6\% difference, however, does not exceed the root-mean-squared uncertainty attached to the SeaDAS processing chain, recently evaluated at 33\% (Werdell & Bailey, 2005). It may also be noted that the coherence of the retrieved spatial fields is rather good, not only individually, but also when comparing the locations of the marine structures in the image.

Furthermore, the spatial fields of marine reflectance retrieved by the non-linear regression models are less noisy than those obtained from the SeaDAS algorithm, especially at 555 and 670 nm (see Figs. 8 and 9). Hence, in this case of large levels of noise, using an appropriate noise distribution in the construction of a function field allows one to obtain a realistic marine reflectance that leads to a chlorophyll-\( a \) concentration comparable with the SeaDAS value.

The function field methodology was demonstrated by applying \( \zeta^* \) to a single SeaWiFS image. This image covered a limited range of atmospheric and oceanic situations. Aerosol optical thickness was relatively low (maximum of 0.1 at 865 nm), although typical of the open ocean where Case 1 waters are generally encountered. The range of chlorophyll-\( a \) concentration, 0.05 \(-\text{5 mg m}^{-3}\), was large, but the values were mostly between 0.2 and 0.5 mg m\(^{-3}\). The bio-optical model selected, although reasonably accurate and widely used, may not describe properly all Case 1 situations (phytoplankton type variability). Other images, sampling the domain of expected situations, need to be processed, and the estimates compared with in situ measurements, to conclude definitively about accuracy, practical suitability, and global applicability of the methodology.

5. Conclusions

Fields of non-linear regression models emerge as solutions to a continuum of similar statistical inverse problems. This formulation of the remote-sensing problem, that does involve explanatory covariates influenced by the angular geometry, allows
one to de-correlate the useful information from the effect of the observation process. In this sense, the function fields presented herein well match the physical characteristics of the problem, while taking benefit from an efficient statistical modeling technique, namely non-linear regression. This probably explains the good theoretical results, in terms of accuracy, robustness, and in particular generalization, obtained with this methodology for the retrieval of the marine reflectance. In particular, the retrievals are accurate over the entire range of marine reflectance and in the presence of strongly absorbing aerosols.

When applied to actual SeaWiFS data, the function fields provided more realistic values than SeaDAS, especially in the blue. As described above, the function field construction required an estimation of the noise distribution. From the theoretical side, either estimating, or making an assumption on the noise distribution is necessary to prove the consistency of the inversion. Traditionally in statistical inverse problems, a distributional assumption is formulated, e.g., the noise follows a normal distribution with zero mean and finite covariance, either known or estimated. However for the present problem, the noise appears to have a more complex structure, with possible non null mean originating from biases in the forward model and calibration issues. Thus studying the noise statistical properties constitutes an important perspective. This could be accomplished by using an exhaustive in situ data set to validate the forward model (i.e., specifying the noise properties) prior to the inversion, but such data sets are difficult to build. Alternatively, a weaker but sufficient understanding could be obtained by comparing satellite measurements with elements of the image of the forward model, an approach which we shall investigate subsequently.

In this study, we considered the simultaneous retrieval of the marine reflectance at 6 wavelengths by adjusting a field of non-linear regression models on a simulated data set. In the generation of this synthetic data, we used a marine reflectance model that solely depends on the chlorophyll-a concentration, so the complexity of the problem could have been reduced by directly estimating the chlorophyll-a concentration, as addressed in our earlier work (Pelletier & Frouin, 2006). There is however an interest in developing estimation methodologies for the marine reflectance, even in this simple case. The reason is well known: the marine reflectance might give access to other variables than chlorophyll-a concentration, for example yellow substance absorption and sediment concentration. In this direction, the function field methodology appears to have the potential for improving the quality of the marine reflectance retrievals in optically complex, i.e., Case 2 waters compared with existing techniques. Of course, accuracy will be governed by the ill-posed nature of the inverse problem. In this context, there is the question to determine whether or not a direct estimation of one geophysical variable of interest is more efficient than a 2-step estimation, i.e., by passing via the marine reflectance.
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